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How deep nets 
help CSE

Data
Black box predictor

Simulations
Black box model replicator

- Model reduction
- Solve PDE with NN
- Regress the PDE
- Physics-informed NN
- Subgrid closure models, etc.



What can a deep 
net really know?

Data
Black box predictor

Simulations
Black box model replicator

- Disentangle explanatory 
components

- Generate unseen data 
(redatum)











Why does this 
work?

Xij = G(z(a)i , z(b)j )

Xij = F(ai, bj)



How does this work?











Why deep nets… 
and why not



Outlook
Example of data misfit: Arts et al, 
2007 (Sleipner CO2 injection field)

Co-train from simulations and data

Explaining beyond modeling 







Neural networks
for inverse problems

OK for small scale problems
Invert F (train on simulations) -- or bypass F (train on real data)



Neural networks
for inverse problems

Auxiliary data extension task
More robust or favorable inversion

Bridge real vs synthetic divide



Example: Deepwater statics



Redatuming




