Stochasticity of Deterministic Gradient Descent: Quantitative Local Min Escape in Multiscale Landscape

Molei Tao  School of Mathematics, Georgia Tech, USA

November 12, 2023  Caltech ACM
Machine Learning & Applied Computational Math
Machine Learning & Applied Computational Math

→ ML for problems in computing, sciences & engineering
Machine Learning & Applied Computational Math

→ ML for problems in computing, sciences & engineering

← how ACM helps design and analyze optimization, sampling, and deep learning practices
Machine Learning & Applied Computational Math

→ ML for problems in computing, sciences & engineering

← how ACM helps design and analyze optimization, sampling, and deep learning practices

common belief: **large learning rate** is good
common belief: \textbf{large learning rate is good}

\[
\min f(x) \quad x_{k+1} = x_k - h \nabla f(x_k)
\]

Machine Learning & Applied Computational Math

→ ML for problems in computing, sciences & engineering

← how ACM helps design and \textit{analyze}
  optimization, sampling, and \textit{deep learning practices}
Machine Learning & Applied Computational Math

→ ML for problems in computing, sciences & engineering

← how ACM helps design and **analyze**
optimization, sampling, and **deep learning practices**

**common belief:** **large learning rate** is **good**

1\textsuperscript{st} thought:

\[
\min f(x) \quad x_{k+1} = x_k - h \nabla f(x_k)
\]

Gradient Descent

\[
\begin{align*}
\hat{x}_i & \approx x(ih) \\
\dot{x} & = -\nabla f(x)
\end{align*}
\]

Gradient Flow
common belief: large learning rate is good

1st thought:

\[ \min f(x) \quad x_{k+1} = x_k - h \nabla f(x_k) \]

Gradient Descent

\[ x(T) \text{ with fixed } T \]
\[ \downarrow \]
\[ [T/h] \text{ steps} \]
\[ \downarrow \]
\[ \text{large } h? \]

\[ x_i \approx x(ih) \]
\[ \dot{x} = -\nabla f(x) \]

Gradient Flow
common belief: large learning rate is good

1st thought:

\[
\min f(x) \quad \quad x_{k+1} = x_k - h \nabla f(x_k)
\]

Gradient Descent

\[x(T) \text{ with fixed } T \downarrow [T/h] \text{ steps} \downarrow \text{large } h?\]

\[
\dot{x} = - \nabla f(x)
\]

Gradient Flow

→ ML for problems in computing, sciences & engineering

← how ACM helps design and analyze optimization, sampling, and deep learning practices
common belief: large learning rate is good

not just faster, but implicitly bias toward (desirable) global structures
common belief: **large learning rate** is good

not just faster, but implicitly bias toward (desirable) global structures

→ better training & better test accuracies
\[ \min_x f(x) := \sum_i d(\text{output}_i, g(x, \text{input}_i)) \]

- **training data (known)**
- **model (e.g., neural network) parameters**
Training

\[
\min_x f(x) := \sum_i d(\text{output}_i, g(x, \text{input}_i))
\]

model (e.g., neural network) parameters

training data (known)

trapped in local min \iff suboptimal training accuracy
training data (known) → suboptimal training accuracy

\[
\min_x f(x) := \sum_i d(\text{output}_i, g(x, \text{input}_i))
\]

model (e.g., neural network) parameters

large h? this talk

trapped in local min ↔ suboptimal training accuracy
Training

\[ \min_x f(x) := \sum_i d(\text{output}_i, g(x, \text{input}_i)) \]

Large \( h \)? This talk

Trapped in local min \( \iff \) Suboptimal training accuracy

Testing

\[ d(\overbrace{\text{output}_j}^{\text{test data}}, g(x_{\text{trained}}, \overbrace{\text{input}_j}^{\text{test data}})) \]
training

\[ \min_x f(x) := \sum_i d(\text{output}_i, g(x, \text{input}_i)) \]

large h? this talk

trapped in local min \iff suboptimal training accuracy

test data

\[ d(\text{output}_j, g(x_{\text{trained}}, \text{input}_j)) \]

test data

generalization

model (e.g., neural network) parameters

training data (known)
training

$$\min_x f(x) := \sum_i d(output_i, g(x, input_i))$$

trapped in local min \iff suboptimal training accuracy

large h? this talk

large h? offline

generalization

test data

d(output_j, g(x_{trained}, input_j))

matters

model (e.g., neural network) parameters

training data (known)
Stochasticity of Deterministic Gradient Descent: Large Learning Rate for Multiscale Objective Function


Lingkai Kong$^1$ and Molei Tao$^1$

1 Georgia Institute of Technology (USA)
1-1. Introduction: GD with small and large LRs

$$\min f(x)$$

$$x_{k+1} = x_k - h \nabla f(x_k)$$

Gradient Descent
1-1. Introduction: GD with small and large LRs

$$\min f(x)$$

$$x_{k+1} = x_k - h \nabla f(x_k)$$

Gradient Descent
1-2. Introduction: GD with `large’ LR for multiscale objective -- phenomenology
1-2. Introduction: GD with `large’ LR for multiscale objective -- phenomenology
1-2. Introduction: GD with `large’ LR for multiscale objective -- phenomenology
1-2. Introduction: GD with `large’ LR for multiscale objective -- phenomenology
1-2. Introduction: GD with `large’ LR for multiscale objective -- phenomenology

deterministic dynamics (no stochastic gradient) but `stochastic’ behavior similar to SGD
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\( f_0 \) strongly convex
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? non-convex \( f_0 \)
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Theory

multiscale data (mean + fluctuation) → multiscale loss?

2 layer, periodic activation
chaotic dynamics can help deterministic GD escape microscopic local minima as it optimizes the loss samples a distribution
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?  why this matters
chaotic dynamics can help deterministic GD escape microscopic local minima as it optimizes the loss samples a distribution

? why this matters

deeper minimum $\rightarrow$ better training (& thus test) accuracies
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